Ruishuo Chen (Raymond) h
@, +86 18051539811 9 rayshuochen@gmail.com oS

. https://rayshore.cn/ ':-/‘.

| Education

Nanjing University Sep 2021 - Jun 2025
Bachelor of Mathematics (Statistics) @ School of Mathematics Nanjing, China
e Awards: Zheng Gang Elite Scholarship (Awarded to 20 students across the university)
China National Scholarship, First-Class People's Scholarship
e Honorary Title: Outstanding Student Model of Nanjing University
(One of two recipients in the School of Mathematics)

Tsinghua University (Pre-admission) Sep 2025 - Present
Master of Artificial Intelligence @ IIIS Beijing, China

Research Experience

Proxy-Free GFlowNet [Under review at NeurIPS 2025]
Ruishuo Chen, Xun Wang, Rui Hu, Zhuoran Li, and Longbo Huang

e TD-GFN: a proxy-free framework for training GFlowNets from offline data, achieving superior
efficiency and performance without out-of-dataset reward queries.

Offline Critic-Guided Diffusion Policy for Multi-User Delay-Constrained Scheduling

[Under review at TON]

Zhuoran Li, Ruishuo Chen, Hai Zhong, and Longbo Huang

e SOCD: An offline reinforcement learning algorithm for multi-user delay-constrained scheduling.

Statistical Analyses of Solar Active Region in SDO/HMI Magnetograms detected by
Unsupervised Machine Learning Method DSARD [Under review at ApJS (IF=8.6)]

Ruishuo Chen*, Wutong Lu*, Qi Hao, Yifan Meng, Pengfei Chen, and Chenxi Shi (*equal
contribution)

e DSARD: An automated unsupervised method for solar active region detection in SDO/HMI
magnetograms.

Provably and Practically Efficient Adversarial Imitation Learning with General Function
Approximation [NeurIPS 2024]

Tian Xu*, Zhilong Zhang*, Ruishuo Chen, Yihao Sun, and Yang Yu (*equal contribution)

e OPT-AIL: First provably efficient adversarial imitation learning with general function
approximation.

Internship Experience

Nanjing Nanshu Data Operations Research Institute Jul 2023 - Aug 2023
Algorithm Intern

e Independently responsible for data mining and contest verification for the new energy track of the
Jiangsu Province Big Data Development and Application Contest.

e Adapted large language models to company data using two technical routes: Fine-tuning and
Langchain.

Personal Interests and Characteristics

e My research is primarily focused on Al-driven Decision Making, with current interests including
Reinforcement Learning (RL) and GFlowNets.

e Strong communication skills, optimistic and cheerful, with a strong self-motivation and curiosity.
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